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ABSTRACT: 

The crime scene investigation through surveillance has to recognize the human/object detection involved in 

the suspect. Due to the eruptive growth of the surveillance data, the requisite information of gathering the crime 

content from the surveillance effectively becomes a desperate problem. To solve this problem the content based 

video retrieval scores with the keyframe extraction provides an extensive attention for an effective solution. This 

paper reviews a comparative study on video human/object detection by various methods such as background 

subtraction, optical flow and spatio-temporal filter descriptors. The study proposes the detection by the pursue 

of obtaining the global and local motion state information of moving objects by the combination of spatio-

temporal descriptors along with the methods of keyframe extraction results a summarized video. Thus, an 

optimal human based keyframe extraction method for crime investigations of suspecting the human by 

capturing their local motion state changes through spatio-temporal filter results with greater accuracy level. 

KEYWORDS: CCTV Surveillance, Keyframe Extraction, Human motion detection, Background Subtraction, 

Spatio-temporal 

1. INTRODUCTION 

In current scenario, CCTV surveillance is one of the compact for preventing the crime or suspecting the 

crime. The potential barrier of CCTV surveillance is to identify the person involved in the crime either directly 

or indirectly from the recorded videos. The drawback of identifying the suspect by the cops is to analyse the 

recorded videos for long hours to detect the particular crime scene. To overcome these challenges the content 

based video retrieval is one of the configuration of retrieving the required content using shot boundary detection 

and keyframe extraction as deprived in Fig.1. As CCTV surveillance hoard a sequence of footages of a particular 
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distance so shot boundary detection doesn’t prevails. Hence it retrieves the required content as keyframes from 

the recorded footages.  

 

FIG. 1. CONTENT BASED VIDEO RETRIEVAL [1] 

The keyframe extraction method for detecting the motion can be screwed by various algorithms such as spatio-

temporal filter, optical flow and background subtraction. Still the keyframe extraction for crime scene detection 

lags to point out the particular person occurred in the crime. The combined work of spatio-temporal method 

(HOG and SVM) identifying the human as rectangular box with certain keyframe extraction methods evaporates 

the required keyframe with the person suspected in the crime.  

The paper is systemized as: Section 2 explains the related work of the keyframe extraction related to video 

surveillance. Section 3 elaborates a detailed study on detecting the Human/Object by various studies. Section 4 

followed by human classification resulting keyframe extraction ending up with the conclusion in Section 5. 

2. RELATED WORK: 

The survey reports for keyframe extraction using smart surveillance system in research area focus only on 

the traffic surveillance and the public safety. Zheng R.et.al., (2015) [2] proposed a novel approach on traffic 

surveillance to extract the keyframe based on the event or motion action based on GPU (Graphics processing 

Unit). In this perspective, the local maxima of the motion threshold value are set as keyframes in order to reduce 

the redundancy. 

Suresh C.et.al., (2015)  [3] proposed another novel approach on extracting a meaningful keyframes by the 

combination of entropy difference method, edge histogram descriptor method and spatial color distribution 

method with the reduced computational cost. 
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Radha et.al.,(2013)  [5] proposed a novel method working on Itti Koch method based on its color, intensity 

and the orientation of the image present in the frame. The main obstacle of this method is applied for the 

detection of unauthorized person entity through the keyframe. 

Ujwalla G.et.al., (2020) [4] proposed the keyframe extraction using surveillance videos by Convolutional 

Neural Network(CNN) to eliminate the most irrelevant frames from the footages resulting in the reduction of 

time and computational complexity. 

Liu X.et.al., (2018) [6] presented a paper for identifying the accident scene through traffic surveillance. In 

this paper, a deep feature has been recognised with CNN and along with Iterative Quantization (ITQ) encoding, 

the given frame condensed to form the keyframe with the summarized accident scene. 

3. HUMAN DETECTION METHOD: 

Human detection in CCTV surveillance aims to have distinct identification of moving objects in the 

scenario. The detection is classified by Background subtraction, Optical flow and spatio-temporal filter. 

3.1. BACKGROUND SUBTRACTION: 

Background subtraction strives to detect the moving object by the difference between the current frames to 

the previous frame either by pixel or block reference. The background subtraction approaches through various 

method such as adaptive Gaussian Mixture Model[7], Mixture of Gaussian(MoG)[8], Kalman Filter[9] etc., to 

achieve the best detection in various background scenes.  

3.2. OPTICAL FLOW:  

Optical flow establishes the motion occurred in the video by the matching points on the objects over frames. 

Optical flow detects the flow vectors of the moving objects at a particular distance. The motion detection 

through optical flow has a greater advantage on the dense areas especially in the public crowded places. This 

method is implemented by vector based algorithm [10] to achieve the greater accuracy 

3.3. SPATIO-TEMPORAL FILTER: 

Spatio- temporal motion-based method is to define the motion occurrence both with spatial and temporal 

information. The spatio-temporal feature reports the combined features of both the motion and shape of the 

individual human in a cluttered video sequence [11]. 

Table 1. Comparative study on Motion/detection by various methods 

METHODS CHALLENGES ACCURACY COMPUTATIONAL 

TIME 

REVIEW 

Background 

Subtraction using 

GMM[7] 

Human Detection Moderate Moderate Very simple 

implementation. 

Detecting of human 

without actions 

performed good but 
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not well defined with 

dynamic background 

Background 

Subtraction using 

GMM and 

KDE[12] 

Motion Detection Moderate Moderate Methods such as 

Mixture of 

Gaussians and 

KDE(Kernel density 

estimation) prove 

very good model 

accuracy. KDE 

requires a very high 

storage requirement 

for the order of about 

100 frames this 

prevents the easy 

implementation on a 

very low memory 

devices. 

Background 

Subtraction using 

VIBe [13] 

Motion Detection High Moderate Method using VIBe, 

can process upto 

350frames per 

second and with the 

minimum amount of 

resources it works 

for any background 

subtraction 

algorithm. 

Optical flow[10] Human detection 

at crowded place 

Moderate High Good in detection of 

object at crowded 

places but with high 

complexity 

Mixed Optical flow 

combination with 

Background 

Subtraction[14] 

Motion Detection Moderate High Mixed  optical  flow  

field  to  perform 

least  squares  

regression  

estimation  and  use  

our  dedicated 

Constrained  

RANSAC  

Algorithm(CRA) to  

improve  both  the 

accuracy and the 

speed. Optical with 

background 

subtraction heels the 

good result 

Spatio-Temporal 

filter[11] 

Action Detection Moderate Moderate Well performed in 

classifying the object 

with both the action 

and shape with low 

complexity 

Spatio-temporal 

with three Frame 

Difference 

Method[15] 

Object Detection 

in presence of 

dynamic 

background 

High Moderate Spatio–temporal 

using three frame 

difference method 

efficiently extract the 

moving objects in 

the presence of 

dynamic 
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background, 

shadows, bad 

weather etc., 

 

The above comparative study defines at the point of background subtraction clips the human unescorted with 

no meaning of sensing the crime suspect as due to removal of background. The optical flow holds the vector 

based representation of the motion only for a particular distance. Thus the human detection related to crime 

scene refers mostly in the spatio-temporal feature. This feature is the only representation of human by its motion 

and action along with the undesired changes in the background which supports for identifying the suspect with 

proof. 

 

(a)              (b) 

 

 

  (c)      (d) 

Fig. 2 (a)Original Frame (b)Background Subtracted Frame (c) Optical Flow Frame (d) Spatio-temporal 

Frame 

4. HUMAN BASED KEYFRAME EXTRACTION METHODS 
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Keyframe extraction is the most efficient method used to express a clear summarized report as keyframes 

from the video content frames by the removal /deletion of the duplicated ones from the surveillance video [16]. 

The extracted keyframes reports as whole visual scene by the removal of duplication [17]. The keyframe 

approach is to reduce the burden and the amount of time required to gather a particular scene involved in the 

area suspect in a more convenient and an efficient manner [18]. Some of the features of keyframe extraction are 

motion detection and object detection. As to the existence the crime scene prevails only the motion occurred in 

the surveillance. These motion detection are extracted by various methods such as frame difference, three-frame 

difference, adaptive background subtraction, difference based spatio-temporal entropy image, background 

subtraction followed by many other self-organized background subtraction. 

The human motion are deprived widely when the video in converted into frames using spatio-temporal 

features. These approaches are followed by the various motion detection methods to obtain the keyframe 

detection in combination with the humans to suspect the crime held by person in hand. 

 

Fig.3 Human Based Keyframe Extracted  

5. CONCLUSION AND FUTURE WORK: 

The human detection in a video surveillance is still a challenging task in the research area of crime scene 

investigation. To acquire these obstacles the Content Based Video Retrieval survives a lot through keyframe 

extraction method. The crime suspects the human present in the surveillance. Hence the human has to detect 

without the elimination of background. The above comparative study discusses the different object detection 

algorithm for the detection of human in the surveillance video. The efficiency of obtaining the human in 

dynamic background has been reported in spatio-temporal feature.  The frames co-presented with human 
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detected results a keyframe by the removal of duplication. This keyframe extraction helps to attain the 

possibility of recovering the required crime scene with a less time and complexity. At the end of the study, a 

discussion is made for the future work, in suspecting the human from a long duration video sequence with the 

combination of spatio-temporal method along various keyframe extraction methods to sustain a great accuracy 

level. 
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